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Recent developments in multiscale imaging systems have opened up the possibility for commercially
viable wide-field gigapixel cameras. While multiscale design principles allow tremendous simplification
of the optical design, they place increased emphasis on optomechanics and system level integration of the
camera as a whole. In this paper we present the optomechanical design of a prototype two-gigapixel
system (AWARE-2) that has been constructed and tested. © 2013 Optical Society of America

OCIS codes: 120.4880, 110.0110.

1. Introduction

In traditional single aperture imaging systems, the
maximum attainable resolution is determined by
either the geometric aberrations or the diffraction
limit of the optics. An efficiently designed camera
matches this resolution to the pixel-limited resolu-
tion of the sensor. A multigigapixel camera therefore
requires optics that can effectively resolve billions of
image points with corresponding sensors capable of
acquiring these image points. However, in conven-
tional imaging systems, increasing the resolution
typically necessitates an increase in the size of the
optics, in turn increasing geometric aberrations,
which scale with system size. Traditional approaches
to correct these aberrations across the entire field
require a large number of optical elements, leading
to excessive levels of complexity, weight, and size
[1]. In addition, individual digital sensors with pixel
counts numbering in the billions are currently
unavailable. A limited number of highly specialized
gigapixel imagers have been developed, specifically

for surveillance instruments and astronomical tele-
scopes [2,3], but to date an economical ground-based
camera that can be scaled beyond a few gigapixels
has not been feasible. The availability of such a cam-
era would have a significant impact on our ability to
acquire visual data on both astronomical and terres-
trial objects.

A multiscale camera circumvents these difficulties
by splitting the work of imaging the field over several
small-scale optics and using digital image processing
to form the composite image [ 4,5]. Figure 1 illus-
trates the basic elements of a multiscale design. A
main objective lens, shown as a sphere, captures the
total field and produces an intermediate image. This
image is then further corrected and relayed through
a set of smaller optics (called “microcamera ” optics)
to produce partial images at corresponding focal
planes. These partial images are designed to contain
the total field of interest and can be manipulated in
postprocessing to produce a continuous image. The
array of the microcamera effectively behaves as a
curved focal surface to capture the image produced
by the main objective. An appropriately designed
shared objective lens can correct a large portion of
the aberrations and increase the aperture size for
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tolerances are much looser in comparison to those
of the micro-optics due to the fact that the working
f -number of the main objective is large ( ∼3.5) com-
pared to that of the microcamera ( ∼2.2).

A. Micro-Camera Design

In a monocentric camera, the logistics of system as-
sembly and repair become straightforward if the mi-
crocameras are designed to be mass produced and
interchangeable. These criteria influenced the de-
sign of the system toward making each microcamera
an independent unit that can be easily installed and
replaced. This strategy allows us to take advantage
of economies of scale, similar to the use of modular
integral field spectrograph units planned for use in
the VIRUS integral spectrometer array [ 10]. In addi-
tion, as was seen in Table 1, the micro-optics align-
ment tolerance is much tighter than the subassembly
tolerance. This further justifies independently build-
ing each microcamera to ensure the micro-optics are
aligned precisely in each barrel. Each microcamera
consists of a barrel containing the optics for imaging
and a sensor module containing the digital CMOS
sensor. Optical design principles for the micro-optics
are described in detail by Marks et al. [11]. The mi-
crocamera design process is a complex interplay be-
tween optical properties (e.g., demagnification, FOV,
and associated tolerances), mechanical constraints
(e.g., physical size of the cameras, manufacturability,
and assembly), and the impact of the electronics (e.g.,
thermal management and cabling).

Microcamera designs require special considera-
tions uncommon to most imaging systems. Due to
the need to tightly pack the microcameras side by
side in the array, the optics and mechanical supports
must be laterally compact. This forces the cameras to
be long along the optical axis to fit necessary compo-
nents and take advantage of the divergence between
cameras. Typical single aperture cameras tend to
overfill the sensor so that all the pixels are utilized
in forming an image. In contrast, the image in our
system tends to underfill the sensor in the microca-
mera to ensure that most of the usable field points
are captured while ensuring sufficient overlap be-
tween adjacent cameras. This requires careful align-
ment of the sensor to each microcamera barrel so
that overlap regions are not clipped off, as illustrated
in Fig. 3.

The micro-optics for the AWARE-2 camera are
shown in Fig. 4 and consist of three groups of plastic
elements. The front optic has a hexagonal profile to

maximize light collection when close packed. Optical
components for each microcamera are assembled
into machined aluminum lens barrels as shown in
Fig. 4(b). The plastic optics are positioned and
aligned in machined seats in the barrels and cemen-
ted down, which hold axial and lateral misalign-
ments to within 13 � m of the design, well within the
micro-optics tolerance indicated in Table 1. The outer
diameter of the barrel serves as a datum for center-
ing, and a flange serves as a datum for tip/tilt and
alignment along the axis.

One of the most powerful features of the multiscale
design is the ability to provide each microcamera
with an independent focus. This is especially challen-
ging in AWARE-2 due to the limited lateral space
available in a close-packed configuration, and most
focus adjusting technologies, such as voice coils
and deformable optics, proved inadequate for this
application. Focus in AWARE-2 is thus achieved by
translating the CMOS sensor with respect to the
image plane. The sensor module, shown in Fig. 5,
consists of the sensor and the associated circuit
boards for receiving and transmitting data. The sen-
sor package itself is mounted to a flexible circuit
board, which can be translated along the optical axis

Table 1. Tolerance Budget for AWARE-2 a

(a) Microcamera (b) Subassembly

Surface decenter 25 � m Lateral 300 � m
Surface tilt 0.05° Axial 150 � m
Thickness 25 � m Tilt 0.12°

a(a) Optical alignment tolerances of micro-optics with respect
to one another. (b) Optical alignment tolerances between
objective lens and microcamera assembly.

Fig. 3. (Color online) Illustration of how having an image that
slightly underfills the sensor requires careful alignment to prevent
loss of important image areas.

Fig. 4. (Color online) (a) Solid drawing of micro-optics for
AWARE-2. (b) Solid drawing of micro-optics assembled into a
cutout barrel.
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pattern on the sensor face. The shadow mask is held
in a jig that holds the bushings in a known position
relative to the mask. Alignment of the sensor to the
bushings is performed by powering up the sensor and
adjusting the lateral and rotational position until the
mask pattern is in the proper position. Once they are
in place, the bushings are bonded to the sensor head
with UV cure epoxy. A small sample group of sensors
were checked after the epoxy was cured to ensure
shrinkage did not shift the sensor more than 50 � m.

B. Camera Assembly

Once the microcameras have been assembled, they
can be used to populate the dome to cover the tar-
geted FOV. For a ground-based camera, it is reason-
able to only populate the cameras along a horizontal
strip where most of the interesting features are
located. This type of arrangement was initially used
for AWARE-2 and is shown in Fig. 11. Ninety-eight
microcameras capture a 1 gigapixel image with a
FOV of approximately 120° × 40°.

Insertion of the microcamera into the dome is illu-
strated in Fig. 12. A clocking pin is used to properly
align the orientation of the sensor face for maximum
overlap. The microcameras are held in the dome by
press fit roll pins. The face of the counterbore hole in

Fig. 11. (Color online) (a) View from behind dome of arrangement
of microcameras in AWARE-2 system. (b) View from inside dome of
stacked micro-optics.

Fig. 10. (Color online) Steps for aligning bushings on the sensor.
(a) Align bushings relative to a known shadow mask. (b) Illuminate
mask to cast shadow on sensor. (c) Move sensor into position and
power on to capture shadow position. Adjust position and angle
until mask pattern is aligned with predetermined position.
(d) Photo of actual setup.

Fig. 12. (Color online) (a) View from sensor perspective of micro-
camera retention and clocking mechanisms. (b) Cross-sectional
view of microcamera in dome showing how the camera seats into
the counterbore. (c) Photo of assembly step.
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uniform thermal bath between 0 °C and 40 °C from
an initial temperature of 20 °C. With its spherical
symmetry and uniform use of T6061 aluminum
throughout the structural components, all the micro-
cameras in AWARE-2 expand or contract about the
center of the dome under uniform temperature var-
iation. An optical analysis through ZEMAX shows
that these types of uniform temperature variations
can be compensated for by an adjustment in the back
focal length (BFL) of the microcameras. The change
in BFL for various temperature values and changes
in optimized image spot size near the edge of the field
for AWARE-2 are shown in Fig. 14.

Internally generated heat from the microcameras
can cause significant temperature gradients in the
dome. Figure 15 shows the simulated temperature
distribution of a symmetric section of the dome in
SolidWorks when each microcamera dumps 1 W of
heat directly into each hole of the dome. The front
of the dome is constrained to be at room temperature
(20 °C).

This temperature gradient generates thermal de-
formations of the dome and leads to changes in point-
ing angle and position of each microcamera. The
changes in a sample set of nine microcameras from
the center of the dome to the outer perimeter were
tracked and the results are shown in Table 2. Point-
ing angle deviations of less than 0.05°, lateral displa-
cements (T direction) of less than 6 � m, and axial
displacements (N direction) of less than 100 � m
are observed, all of which are within the tolerances
listed in Table 1 to maintain image quality. In the

actual AWARE-2 system the microcameras are air
cooled via several fans so that significant amounts
of heat are pumped out through forced convection
rather than conductively through the dome, so these
simulations should represent a worst-case scenario.

5. Conclusion

In this work, we have presented general mechanical
guidelines for designing a multiscale, gigapixel cam-
era and details on a working prototype based on
these principles. Although this first system design
and construction effort leaves room for further design
improvements, we believe that this work has laid a
solid foundation for future development of gigapixel
systems.

Some key points that are currently being in-
vestigated for next-generation cameras are the
mechanisms for installation and assembly of the mi-
crocameras,microcamera focus,and thermalmanage-
ment. The current method of using roll pins to provide
lateral compression that holds the microcameras in
the dome does not fully utilize the alignment face
on the counterbores and could result in pointing er-
rors. In addition, the alignment of the bushings
and assembly of the sensors to the barrels are
labor-intensive procedures and should be simplified
in order to make manufacturing more scalable. We
have also found that while moving the sensor face
for focus was possible, the design could be simplified
if the focus was adjusted by moving the optics instead.
A focal mechanism that translates an optical compo-
nent is currently being developed. Thermal loads for
the first-generation system were easily managed by
forced convection. However, as we scale up the resolu-
tion by incorporating a larger number of microca-
meras, internal heat generation will scale roughly
with the square of the radius of the dome, while heat
dissipation by conduction through the dome only
scales with the radius of the dome. This indicates that
heat sinking through the dome will eventually be
inadequate and extracting the heat directly out of
the back of the microcameras will be necessary in or-
der to make this a truly scalable system. While these
challenges remain for higher pixel-count systems, the
current 1 gigapixel AWARE-2 is fully operational and
has been collecting images at various sites [ 14].
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Table 2. Change in Pointing Angles and Positions of Microcameras due
to Thermal Deformations

Camera
No.

N
Displacement

(� m)

T
Displacement

(� m)

Pointing Angle
Displacement

(degrees)

1 89.9 0.3 0.010
2 85.4 0.5 0.018
3 78.5 0.8 0.026
4 69.3 1.5 0.033
5 58.0 2.6 0.040
6 45.1 4.1 0.044
7 31.5 5.4 0.046
8 18.8 5.6 0.040
9 9.8 4.2 0.022
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